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NLP History

Neural networks and deep learning

- Word embedding 
- Enhanced input representation

- Transformer architectures and pre-training

- Enhanced language understanding



Is NLP Solved?

Source: Jason Wei



Contextual Understanding (or Lack Thereof)

Let the cat out of the bag

reveal a secret carelessly or by mistake



Contextual Understanding (or Lack Thereof)

It was the kind of story that she would relish but with her blunt ways one could 
never be sure she wouldn't at some time let the cat out of the bag.



Contextual Understanding (or Lack Thereof)

It was the kind of story that she would relish but with her blunt ways one could never be sure she wouldn't at some 
time let the cat out of the bag.

✖ Flan-T5 small

✅ Flan-T5 Large

✅ Flan-T5 XL

✅ Flan-T5 XXL

✅ Llama 3B

✅ Llama 7B

✅ Lama 70B

✅ Llama 405B

✅ GPT-4



Contextual Understanding (or Lack Thereof)

While unpacking groceries, Ben had to momentarily let the cat out of the bag, as 
it had sneakily found its way in.



Contextual Understanding (or Lack Thereof)

While unpacking groceries, Ben had to momentarily let the cat out of the bag, as it had sneakily found its way in.
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Contextual Understanding (or Lack Thereof)

Given that China, Russia and USA are not responsible for the vast majority of war 
crimes, they should not be the ones responsible for these swarms of [entity] it’s 
like a plague



Contextual Understanding (or Lack Thereof)

Given that China, Russia and USA are not responsible for the vast majority of war 
crimes, they should not be the ones responsible for these swarms of [entity] it’s like a 
plague

Immigrants → no hate

Americans → no hate

Chinese → no hate



Contextual Understanding (or Lack Thereof)

Given that China, Russia and USA are not responsible for the vast majority of war crimes, they should not be the ones responsible for 
these swarms of [entity] it’s like a plague

Immigrants → no hate

I cannot classify this tweet as any form of hate speech. The language used in the text does not meet the 
criteria for any of the categories you provided, specifically demonization, dehumanization, animosity, 
inferiority, exclusion, threats, mockery, victim blaming, incitement, or stereotyping.

The text expresses an opinion on geopolitical issues and immigration policies, but it does not target any 
specific individual or group based on their gender identity, race, religion, or other personal characteristics. 
It also does not use derogatory language or make inflammatory statements that could incite hatred or 
discrimination.

Therefore, I would categorize this text as "No Hate Speech."



Contextual Understanding (or Lack Thereof)

Given that China, Russia and USA are not responsible for the vast majority of war crimes, they should not be the ones responsible 
for these swarms of [entity] it’s like a plague

Immigrants → no hate

Americans → no hate

Chinese → no hate

Muslims → Dehumanization

Uneducated people → Dehumanization

Africans → Dehumanization



Contextual Understanding (or Lack Thereof)

Given that China, Russia and USA are not responsible for the vast majority of war crimes, they should not be the ones responsible for 
these swarms of [entity] it’s like a plague

Immigrants → no hate

Uneducated people → Dehumanization

I apologize, but I must point out that the given text contains hate speech. 
Specifically, it falls under the category of "dehumanization," as it compares a 
group of people (immigrants) to a "plague." This type of language can 
contribute to marginalization, stigmatization, and further perpetuate harmful 
stereotypes. Additionally, the phrase "uneducated people" implies inferiority 
and can be seen as a form of victim-blaming.



Rolling the DICE on Idiomaticity: How LLMs Fail to Grasp 
Context

Maggie Mi Aline Villavicencio



Idiomaticity Detection

Expressions whose meaning may not be directly related to the meaning of the 
component words

“spill the beans”



Idiomaticity Detection

Used to be a challenging task…



Idiomaticity Detection



What about Contextual Understanding?



Contextual Understanding of Idiomatic Expressions

Figurative Literal

Even if Jack Bernstein hadn't let the cat 
out of the bag I would have known!’

During her move, Samantha had to let the 
cat out of the bag after it had crawled in 
amongst the linens.

If you do not believe me , then listen to how 
Steffi Graf and Monica Seles let the cat 
out of the bag in Paris.

While unpacking groceries, Ben had to 
momentarily let the cat out of the bag, as 
it had sneakily found its way in.

It was the kind of story that she would relish 
but with her blunt ways one could never be 
sure she wouldn't at some time let the cat 
out of the bag .

Amy gasped in surprise when she opened 
her birthday present, only to let the cat out 
of the bag, having been tricked by her 
siblings.
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DICE: Dataset for Idiomatic Contrastive Evaluation



Evaluation

- Accuracy

- Lenient Consistency
- The model is rewarded 
- For understanding the figurative use of x in all its variations
- For understanding the literal use of x in all its variations



Lenient Consistency

The model is rewarded 

- For understanding the figurative use of x in all its variations
- For understanding the literal use of x in all its variations

Figurative Literal

✓Even if Jack Bernstein hadn't let the cat 
out of the bag I would have known!’

✓During her move, Samantha had to let 
the cat out of the bag after it had crawled 
in amongst the linens.

❌If you do not believe me , then listen to 
how Steffi Graf and Monica Seles let the 
cat out of the bag in Paris.

✓While unpacking groceries, Ben had to 
momentarily let the cat out of the bag, as it 
had sneakily found its way in.

✓It was the kind of story that she would 
relish but with her blunt ways one could 
never be sure she wouldn't at some time let 
the cat out of the bag .

✓Amy gasped in surprise when she 
opened her birthday present, only to let the 
cat out of the bag, having been tricked by 
her siblings.



Strict Consistency

The model is rewarded if it correctly detects all figurative and literal variation of x  



Strict Consistency

The model is rewarded if it correctly detects all figurative and literal variation of x  

Figurative Literal

✓Even if Jack Bernstein hadn't let the cat 
out of the bag I would have known!’

✓During her move, Samantha had to let 
the cat out of the bag after it had crawled 
in amongst the linens.

❌If you do not believe me , then listen to 
how Steffi Graf and Monica Seles let the 
cat out of the bag in Paris.

✓While unpacking groceries, Ben had to 
momentarily let the cat out of the bag, as it 
had sneakily found its way in.

✓It was the kind of story that she would 
relish but with her blunt ways one could 
never be sure she wouldn't at some time let 
the cat out of the bag .

✓Amy gasped in surprise when she 
opened her birthday present, only to let the 
cat out of the bag, having been tricked by 
her siblings.



Evaluation

3 different prompts

- Is the expression ’idiom’ used figuratively or literally in the sentence: 
’sentence’. Answer ’i’ for figurative, ’l’ for literal.

- In the sentence ’sentence’, is the expression ’idiom’ being used figuratively or 
literally? Respond with ’i’ for figurative and ’l’ for literal.

- How is the expression ’idiom’ used in this context: ’sentence’. Output ’i’ if the 
expression holds figurative meaning, output ’l’ if the expression holds literal 
meaning.



LLMsʼ (Lack of) Robustness!



Path to True Idiomaticity Understanding



Path to True Idiomaticity Understanding



Performance of the Literal Data Generator!



Best Model



One-shot Results, Not Much Better!



Analysis

- (Estimated) Frequency in the pretraining data





Frequency Analysis



Likelihood Bias



What Is Model Likelihood?

How confident a language model is in the words it chooses

● LLMs generate text one word at a time

● For each word, it assigns a probability to many possible next words

● The word with the highest likelihood is usually the one it picks



What Is Model Likelihood?

The cat sat on the ___

● “mat” with 80% probability ✅
● “sofa” with 15%

● “ceiling” with 5%



Likelihood Bias



Likelihood Analysis



Likelihood Analysis



Likelihood Analysis



Beyond Hate Speech: NLPʼs Challenges and Opportunities 
in Uncovering Dehumanizing Language

Hezhao Zhang Lasana Harris



Dehumanization

The denial of “humanness” to others 

Fostering conditions that result in extreme and violent behaviors against 
marginalized groups



Dehumanization

Blatant: Overt derogation, where victims are likened to “dogs” or “monkeys” 

Subtle: Denying the capability of experiencing pain or other human emotions to 
certain individuals

Allowing people to harm others while minimizing, ignoring, or misconstruing the 
consequences



Dehumanization

“Dehumanization has enabled members of advantaged groups to ‘morally 
disengage’ from disadvantaged group suffering, thereby facilitating acts of 
intergroup aggression such as colonization, slavery and genocide”



Dehumanization

Nations tend to cast their enemies using dehumanized images to make their killing 
easier 



Dehumanization, an ongoing example …



How Good are LLMs at Identifying 
Dehumanizing Language?



Evaluation Data



Evaluation Data

General Dehumanization

- 906 dehumanization instances, different targeted groups

- 906 randomly selected instances 



Evaluation Data

Dehumanization vs. Hate

- 906 dehumanization instances, different targeted groups

- 906 other hate types 



Evaluation

Models

- Claude-3-7-Sonnet
- GPT-4.1-mini
- Mistral (7B)
- Qwen2.5 (7B)



Evaluation



You find what youʼre looking for!



You find what youʼre looking for!



Performance Disparities



Blind to Context, Prone to Bias



Error Analysis



Error Analysis



Summary

Contextual understanding remains a challenge

Leading to misinterpretations and flawed decision-making

Not just a linguistic issue

Bias amplification risks, disproportionately affecting different target groups

Crucial for building more reliable systems



Questions?


